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Abstract 

Artificial Intelligence is increasingly driven by powerful but often opaque machine learning algorithms. 
These black-box algorithms achieve high performance but are not explainable to humans in a systematic 
and interpretable manner, a challenge known as Explainable AI (XAI). Informed by a synthesis of two 
converging literature streams on information systems development and psychology, we propose a new XAI 
approach termed Basic Explainable AI and a subsequent research agenda. We propose four research 
directions that focus on providing explanations by proactively considering the target audience's mental 
models and making the explanations maximally accessible to heterogeneous nonexpert users.  

Keywords 

Explainable AI, machine learning, basic level categories, Basic XAI, model interpretability. 

Introduction 

Artificial intelligence (AI) is a preeminent technological trend of the 21st century, transforming 
organizations, industries, and daily lives (Anderson et al. 2018). It is estimated that AI-based analytics will 
contribute $15 trillion to global GDP by 2030 (Rao and Verweij 2017).  

Although AI has traditionally focused on logic-based, model-driven learning, the ubiquity of data and 
computing power has shifted the focus towards machine learning (ML) and the creation of powerful, but 
often opaque, “black box” learning models (Crevier 1993; McCorduck 2004). Complex machine learning 
models, such as those based on deep learning, have further accelerated the applications of AI. The growing 
societal reliance on powerful (but complex) ML models creates a new societal challenge: being able to 
understand and explain how and why these models make their decisions – a challenge known as 
Explainable AI (XAI) (Castelvecchi 2016; Gunning 2016; Mueller et al. 2019).  

XAI is a significant challenge that stands in the way of realizing the full benefit of AI. For example, in the 
absence of transparency of how AI makes decisions, decision makers and the public remain skeptical of 
relying on AI, especially for critical decisions and actions (Bailetti et al. 2016; Holzinger et al. 2018; Rai 
2020; Sun and Medaglia 2019). The inability to understand why AI makes certain decisions may also 
preclude humans from detecting biases and discriminatory practices embedded in AI.  
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XAI is a growing research area (Dosilović et al. 2018; Mueller et al. 2019; Rai 2020) and is also being 
undertaken by IS scholars (Lukyanenko et al. 2020; Rai 2020). However, as recent reviews of XAI suggest, 
a critical gap in the area is emerging: “most of the existing literature on XAI methods are based on the 
developer's intuition rather than … on the intended users” (Adadi and Berrada 2018). Furthermore, many 
of the approaches, as recent surveys of the area conclude, are themselves in need of further clarification and 
explanation (Adadi and Berrada 2018; Miller et al. 2017).  

As AI becomes ubiquitous, the need for accessible explanations, especially to non-experts, grows. For 
example, under the European Union’s “General Data Protection Regulation 2016/679,” companies need to 
comply and provide their customers with “meaningful information about the logic involved” in their 
computer programs (Article 13.2(f)). The implication is that the explanations need to be made accessible to 
highly heterogeneous audiences, with different backgrounds, values, and beliefs. 

In this paper we propose a new approach for explainable AI termed Basic Explainable AI or Basic XAI. 
It is informed by a synthesis of two converging literature streams on information systems (IS) development 
and psychology. Borrowing from the notion of basic level categories in psychology (Rosch et al. 1976), 
which was recently applied to the context of data management and interface design (Castellanos et al. 2020; 
Lukyanenko et al. 2019), we propose a research agenda for Basic Explainable AI, which focuses on providing 
explanations by making the explanations maximally accessible to heterogeneous nonexpert users. 

Background: XAI and Basic Level Categories 

There are several approaches to XAI. Broadly, XAI methods can be classified based on their scope as global 
(an explanation of the entire AI model) or local (explanations for specific decisions in the model). XAI 
methods can also be classified based on whether the explanations are intrinsic to a model (e.g., paths in 
decision trees), or provided as a post hoc supplement regardless of the model (model-agnostic, surrogate 
models) (Dosilović et al. 2018; Rai 2020). An example of an approach to XAI is the popular LIME library, 
which provides a local, model-agnostic explanation (Ribeiro et al. 2016). An example of a method 
contributed by the IS community is Superimposition, a global, model-agnostic method which enmeshes 
conceptual modeling diagrams with decision weights available as outputs from common machine learning 
models (Lukyanenko et al. 2020). The latter example is an example of using graphical notation for 
explanations, however these explanations could be made using natural language too (e.g., Krening et al. 
2016). 

As noted in the recent analysis of XAI, a common limitation of the prevailing approaches is that they do not 
explicitly consider the consumers of the explanation in how the approaches are developed (Abdul et al. 
2018; Adadi and Berrada 2018; Miller et al. 2017; Zhu et al. 2018). This limitation is becoming more acute, 
as broader audiences, including nonexperts in both AI and computing, are seeking explanations from these 
models. This is of course not to suggest that some of the current methods are ineffective and cannot be used 
by nonexperts. However, the practice of XAI is in shortage of theoretically grounded and empirically 
validated approaches that focus on the consumers of the explanation and not on the technical feasibility or 
computational efficiency. 

Basic XAI addresses the calls for approaching explainability from the point of view of the target audience. 
The motivation behind Basic XAI comes from the field of participatory design and requirements elicitation 
in the IS discipline. First, we observe that IS development is actively dealing with the challenge of engaging 
heterogeneous, diverse audiences (Björgvinsson et al. 2012; Lukyanenko et al. 2016). Second, the field of 
psychology has investigated the use of conceptual structures that are maximally accessible to non-expert 
audiences. These are known as basic level categories – units of thought and speech that humans find most 
natural for communication and explanation (Rosch et al. 1976). 

Basic level categories are frequently dubbed as among the most important developments in modern 
psychology (Murphy 2004). Typically, these categories are in the middle of a knowledge taxonomy and 
represent objects, actions and events. Examples include bird, tree, child, car, cup, table, fish, dress, 
customer, plane, shopping, watching (TV), swimming, and dancing. The category of “dancing” is less 
specific than a particular type of dance, such as tango or waltz, but is more specific than the general notion 
of an “activity”. Basic level categories are often an “entry category” – the first thing that comes to mind when 
encountering a member of the category, or thinking about common objects in a domain (Jolicoeur et al. 
1984). They are also commonly among the first words taught by parents, and the first concepts understood 
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by children (Mervis et al. 1994). It is also notable that more general levels of categories (e.g., animal, 
furniture) may be less readily accessible to nonexperts, as nonexperts, for example, may struggle to 
determine if a mushroom is a plant or fungi, while finding few problems recognizing something as a 
mushroom. 

Recently, the benefits of basic level categories have been suggested in the context of IS, in particular, for 
eliciting requirements and creating appropriate conceptual structures (e.g., database tables, interface 
design options) for broad and heterogeneous audiences (Castellanos et al. 2020; Lukyanenko et al. 2019). 
In particular, Castellanos et al. (2020) provided the principles for identifying basic level categories in a 
domain, while Lukyanenko et al. (2014, 2019) empirically demonstrated the benefits of using basic level 
categories for designing IS for wide nonexpert audiences.  

Toward Basic Explainable AI 

We propose that basic level categories hold a unique potential for supporting explainability in AI when 
explanations are provided for heterogenous, nonexpert audiences. Research in psychology suggests that 
basic level categories do not presuppose domain expertise. Thus, explanations made using basic level 
categories are appropriate for general audiences. Indeed, since even children should be familiar with basic 
level categories, this opens the possibility of extending XAI applications to them as well (e.g., a child asking 
why a driverless car, or another autonomous agent made a particular decision). Furthermore, as basic level 
categories are cognitively easy to assimilate (e.g., suggested by the entry category effect), explanations 
which use basic level categories should also be understood quickly and efficiently.  

A simple example of an explanation provided with the use of basic level categories can be in the form of: AI 
“recommends to sell the house because prices may increase next year”, where basic level categories are 
underlined and determined following the procedure suggested by Castellanos et al. (2020). In contrast, a 
similar explanation without basic level categories might be in the form of: “valuation of real-estate is 
expected to soar”. The basic premise is the first explanation is more accessible to broader audiences than 
the second one (we will return to the issue of the semantic differences between the two below). 

As virtually all existing approaches to XAI utilize concepts (even when graphical representations are used), 
basic level categories can be incorporated in all current approaches to XAI. Hence, we adapt the notion of 
basic level categories to the taxonomy of XAI reviewed earlier and propose a research agenda for future 
studies.  

Research Direction 1: Model-specific Basic XAI. While there is generally a trade-off between 
explainability and predictive accuracy of AI models, where explainability is of utmost concern, 
modifications to existing AI routines have been suggested (Adadi and Berrada 2018). Therefore, we suggest 
investigating approaches for incorporating basic level categories into specific data preparation and training 
algorithms. One potential solution may be based on performing a dimensionality reduction by aggregating 
specific information into a common basic level category variable. For example, consider a natural science 
application of animal observation by citizens, with specific animal information being recorded. Such 
application may group animals under a basic level category (e.g., specific birds grouped into bird category, 
specific spiders into a common spider category). This type of aggregation could benefit ML algorithms 
which do not have their own feature selection capabilities, such as neural networks. Research should also 
investigate the boundary conditions for such solutions, to ensure that the predictive power of such models 
remains at an acceptable level for viable applications. Finally, future research is needed on improving the 
predictive accuracy of such explainability-motivated models. 

Research Direction 2: Model-agnostic Basic XAI. This direction perhaps offers the broadest 
research avenues stemming from the notion of basic level categories. In this direction, the explanations are 
being generated post hoc, without altering a typically high-performance AI model. Future research can 
investigate how basic level categories can be employed to enhance the explainability of these existing 
methods. For example, returning to the Superimposition method (Lukyanenko et al. 2020), future research 
can investigate the added benefits of simplifying conceptual modeling diagrams by expressing their entity 
types using basic level categories. For example, if a conceptual model has two entity types (e.g., merchandise 
manager and logistics manager), a Basic XAI approach would suggest grouping these two entity types under 
a common entity type “manager”. This approach has already been evaluated for increased comprehension 
in the context of IS interface design (Castellanos et al. 2020). Likewise, the basic level category notion can 
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be used to enhance the natural language-based approaches to explainability, such as in Krening et al. 
(2016), whereby scripts in natural languages can utilize as many basic level category terms as possible. 

Research Direction 3: Global vs. Local Basic XAI. We expect that an immediate benefit from basic 
level categories should be accrued when dealing with global, rather than local explanations. In particular, 
basic level categories can provide a high-level overview of an AI model, abstracting away specific nuances 
and complexities. Hence, basic level categories can enhance existing methods focusing on global 
explainability (Adadi and Berrada 2018; Rai 2020). 

We expect significantly more challenges when trying to adopt the Basic XAI concept to local explanations. 
Local explanations typically deal with specific scenarios. Of course, these scenarios can be expressed using 
basic level category terms, however, more intricate domain specific terminology may be needed. Basic level 
categories may be too simplistic for many such explanations. 

An important direction for future studies under this direction deals with investigations of any negative 
consequences due to the introduction of basic level categories. Although basic level categories are expected 
to improve the accessibility of XAI, they invariably simplify the explanation, which in many scenarios can 
be undesirable. Here, open questions involve the boundary conditions on the use of basic level categories.  

Research Direction 4: Challenges in Selecting and Using Basic Level Categories. The final 
research opportunity relates to the challenges related to the basic level categories themselves. First, 
determining categories appropriate for XAI contexts (e.g., multi-cultural scenarios) poses challenges and 
warrants dedicated research. Second, precision is often altered by using basic level categories. For example, 
precision is lost when replacing a category of “blue footed booby” with the basic term “bird”. Likewise, to 
go from a general category “animal”, to the basic level “bird”, additional precision needs to be introduced. 
Research in IS has begun investigating this issue in the context of database and interface design (Castellanos 
et al. 2020), and can be a source of solutions for Basic XAI. 

One open question is whether additional design interventions may help in using basic level categories. For 
example, explanations can be layered with details gradually revealed to the user upon request, or, even 
automatically, based on an adaptive process capable of understanding the current comprehension level of 
the user. In this scenario, basic level categories can reside on an intermediate layer, and serve as a transition 
point from higher order to more specific explanations. 

Conclusion 

We propose Basic Explainable AI as an exciting research agenda to make Explainable AI more accessible to 
nonexpert consumers of AI. Our work carries important implications for research and practice. As the need 
to explain AI become more urgent, Basic XAI can become a basic mechanism for improving accessibility of 
these explanations. This should facilitate broader societal adoption of AI. The work further contributes to 
the theory of basic level categories, extending the boundaries of the theory into the new context of XAI. We 
encourage the IS community to join us in the development of Basic XAI. 
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